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PA6.- Implementation of Local Atmospheric models
New Operational Scheme and Model Benchmarks

A new operational scheme of the atmospheric moatelse University of Santiago

de Compostela (from now on USC) in collaboration with MeteoGalicia is under
development. WRF modeWw{vw.wrf-model.org has been tested in our environment
and it will be used in the near future as the nsamospheric model in the framework of
that new operations scheme, which is expected telbased for the end of the project.
Moreover, improvements in the facilities of the iGan Supercomputing Center
(CESGA), with the acquisition of a new high-perfame computing equipment named
Finis Terrae, will allow us to significantly increathe resolution of our models.

New computing environment: Finis Terrae

* More than 2.500 cores Intel IA-64 Itanium 2 1600 #it 1.6 TFlops)
0 142 nodes with 16 cores (128 GB memory)
0 1 node with 128 cores (1024 GB memory)
0 1 node with 128 cores (284 GB memory)

* More than 190.000 GB of memory

* Infiniband network

e Storage: more than 390.000 GB (disk) and 1 PB Jtape

New grids configuration
The new operational scheme will implement a finesotution than current models,

covering Southwestern Europe at 36 km of resolytibarian Peninsula at 12 km, and
Galicia at 4 km, as it can be seen in the nextrégu
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New grids configuration with WRF model at USC-MeteoGalicia

There are some differences in grid discretizatietwieen the two cores of WRF: the
Advanced Research WRF (ARW) developed by MMM dimissd NCAR, which uses
an Arakawa-C grid, and the Nonhydrostatic Mesodgtatlel (NMM), developed by
NOAA'’s NCEP that uses an Arakawa-E grid. Due tséhdifferences in horizontal grid
point distribution, and in order to assure thathbotodels cover the same area, the
number of points in each direction should be adedyi@hosen. Despite that fact, the
total number of horizontal grid points (nx-ny) rensaalmost equal in both model grids.

ARW NMM
: grid size . grid size
resolution (Nx-ny-nz) resolution (Nx-ny-nz)
Domain 1 36 km 119x105x28 ~ 36 km 84x150x28
Domain 2 12 km 163x133x28 ~ 12 km 116x190x28
Domain 3 4 km 136x121x28 ~4 km 94x172x28

Moreover, additional higher resolution grids woblel nested within the inner domain,
reaching resolutions about 1 km in Rias Baixas Aartdbro Gulf, running once a day.
Oceanographic models (waves and currents) woufdroe by the results of these finer
grids.

Benchmarks; CPU times
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A simple test to compare CPU time with both WRF aiyiical cores was performed,
and as it can be seen in the next table, NMM iuaB0% faster than ARW solving
almost equivalent grids

domain | resolution | total time grid size At CPU time
(nx-ny-nz) (1 proc.)
ARW do1 36 km 24 h 60x60x28 210 s 250.6 §
NMM do1 ~36 km 24 h 42x86x28 80s 232.9 5

Also some preliminary parallelization benchmarksen®een made in this 1-domain
configuration, but because of its small size, mmidicant speed-up has been obtained.
A comprehensive parallelization benchmark should dteo performed with the
complete 3-grid configuration to study speed-upsomder to determine the more
convenient computing resources needs.

Preliminary CPU time tests with the 3-domains agunfation were performed in 4
processors with the next results:

total .
simulation Cz;grg::nf
time '
ARW 48 h 12397 s 103 min/day
NMM 48 h 14578 s 121 min/day

As it can be seen in the table, NMM seems to baifisgntly slower than expected
(about a 90% of ARW time), this is due to a conimla problem related to
optimization of NMM nesting subroutines with Intettran compiler. We are currently
working in fix that problem, so new tests shouldpegformed to check whether nesting
features of both cores consume similar CPU resswceot.

Example results
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10 m Wind (m/s) 06Z18FEB2008

33 33
51 31
29 29
27 Fid
25 4700 25
23 23
21 21
20 20
19 19
18 son 18
17 17
168 18
15 15
14 14
13 250 13
12 12
10 10
8 8
8 8
7 40N 7
6 i3
s H
4.5 4.5
4 H
3.5 375N 3.5
K K
2.5 2.5
2 2
15 15
1 a5 1
05 05
0.2 0.2
o o
P T T R Y 3
MeteoGalicla WRF/ARW dO7:36km MeteoGalicla WRF/ARW d02:12km
10 m Wind (m/s) 06Z18FEB2008 10 m Wind (m/s) 06Z18FEB2008
T 33 4 - B — B B — — 33
: 51 51
29 29
o 27 27
25 25
5 5
e 20 20
2 27 2
18 18
H 17 17
18 18
15 15
435N 14 14
13 13
:g 428N ‘(2)
wn 5 i}
] a
7 7
2 & A
H s
- R 22 *
3.5 3.5
H H
s1n Bl 25
1.5 1.5
1 1
i o5 an 0.5
0.2 0.2
o o
TR T T TS T MY T TRy R T B o E] B o 3o
MeteoGalicia WRF/ARW d0S: 4km MeteoGalicia WRF/ARW d04: Tkm

Modelled surface wind in the four domains (d01 @36k, d02 @12km, d03 @4km and d04 @1km)

Validation results of the finer domain would be wimoin the final report, in order to
assure the quality of data. These results willfmduded in the overall report of all the
partners.



